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method accuracy (%) precision (%) recall (%) F-measure (%)
Bensley & Hickl (2008) 74.6 – – –
Iftene (2008) 72.1 65.5 93.2 76.9
Siblini & Kosseim (2008) 68.8 – – –
Wang & Neumann (2008) 70.6 – – –
BASE 1 50.0 50.0 100.0 66.7
BASE 2 54.9 53.6 73.6 62.0

Table 1.1 – Textual entailment recognition results (for two classes) on the RTE-4 corpus
(Androutsopoulos et Malakasiotis, 2010)

Main ideas discussed R-TE R-P G-TE G-P E-TE E-P
Logic-based inferencing X X
Vector space semantic models X
Surface string similarity measures X X
Syntactic similarity measures X X
Similarity measures on symbolic meaning representations X X
Machine learning algorithms X X X X
Decoding (transformation sequences) X X X
Word/sentence alignment X X X
Pivot language(s) X X
Bootstrapping X X X X
Distributional hypothesis X X X X
Synchronous grammar rules X X

Table 1.2 – Main ideas discussed and tasks they have mostly been used in. R : recognition ;
G : generation, E : extraction ; TE : textual entailment, P : paraphrasing. (Androutsopoulos
et Malakasiotis, 2010)

Main ideas discussed Main typically required resources
Logical-based inferencing Parser producing logical meaning representations, inferen-

cing engine, resources to extract meaning postulates and
common sense knowledge from.

Vector space semantic models Large monolingual corpus, possibly parser.
Surface string similarity measures Only preprocessing tools, e.g., POS tagger, named-entity

recognizer, which are also required by most other me-
thods.

Syntactic similarity measures Parser.
Similarity measures operating on symbolic
meaning representations

Lexical semantic resources, possibly parser and/or seman-
tic role labeling to produce semantic representations.

Machine learning algorithms Training/testing datasets, components/resources needed
to compute features.

Decoding (transformation sequences) Synonyms, hypernyms-hyponyms, paraphrasing/TE
rules.

Word/sentence alignment Large parallel or comparable corpora (monolingual or
multilingual), possibly parser.

Pivot language(s) Multilingual parallel corpora.
Bootstrapping Large monolingual corpus, recognizer.
Distributional hypothesis Monolingual corpus (possibly parallel or comparable).
Synchronous grammar rules Monolingual parallel corpus.

Table 1.3 – Main ideas discussed and main resources they typically require. (Androutso-
poulos et Malakasiotis, 2010)
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[Dagan et al. (2013)]


